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DISSERTATION RESEARCH IMPACT

Convolutional neural networks, despite their profound impact in countless
domains, suffer from spatial ambiguities and a lack of robustness to pose
variations. Capsule networks can likely alleviate these issues by storing and
routing the pose information of features through their architectures, seeking
agreement between the lower-level predictions of higher-level poses.

We make several contributions to advance the algorithms of capsule net-
works, with specific real-world applications in biomedical imaging data
segmentation and classification: (1) The first ever capsule-based segmenta-
tion network in the literature, SegCaps, provided five major novelties. (2) A
capsule-based diagnosis network, D-Caps, introduced a novel capsule-
average pooling layer. (3) An explainable capsule network, X-Caps, en-
codes high-level visual object attributes within its capsules by utilizing a
multi-task framework and a novel routing sigmoid function, to provide pre-
dictions with human-level explanations and a meaningful confidence score.
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DISSERTATION
ALGORITHMS AND APPLICATIONS OF NOVEL CAPSULE NETWORKS

Deep learning methodologies, in particular convolutional neural networks (CNNs), have
made a profound impact in countless domains across academia, government, and indus-
try. Nonetheless, many have argued strongly against some of their core mechanisms.
Capsule networks are a class of neural networks which aim to solve these shortcomings
by storing both presence and pose information about extracted features, and route this
information through the network seeking pose agreement between lower- and higher-
level features. In this dissertation, we make several key contributions to advance the
algorithms and applications of capsule neural networks. Specific focus is given to bio-
medical image applications for their significance in potentially life-saving technologies.

We introduce the first ever capsule network designed for the task of segmentation in the
literature. This required several important advancements, including a novel locally-
constrained dynamic routing algorithm, transformation matrix sharing, the concept of a
“deconvolutional” capsule, extension of the reconstruction regularization to segmenta-
tion, and a new encoder-decoder capsule network structure. These advancements culmi-
nate in an architecture which we call SegCaps. SegCaps outperforms state-of-the-art
CNNs in pathological lung segmentation for both clinical and preclinical subjects, as
well as retinal vessel segmentation, while using only a small fraction of the parameters
as those CNNs. Further, we provide evidence that SegCaps can generalize to unseen
poses of familiar objects far better than a state-of-the-art CNN.

Next, we design a capsule-based network for the task of diagnosis in the field of endos-
copy. In order to classify real-world imaging data much larger in size than those in
MNIST or CIFAR, we introduced the concept of capsule-average pooling. Our proposed
architecture, which we call D-Caps, combines this capsule-average pooling with the
parameter saving techniques introduced in SegCaps to diagnose colorectal polyps from
colonoscopy images. We hypothesize that D-Caps should be able to better handle the
relatively limited training data and high intra-class variation present in our colorectal
polyp dataset. We conducted a set of thorough experiments to validate our hypothesis,
stratified across all polyp categories, imaging devices and modalities, and focus modes
available. Our results show D-Caps can outperform the leading state-of-the-art CNN-
based method by as much as 43% in the most difficult settings.

Lastly, we introduce algorithmic advances in capsule networks to improve the explaina-
bility of network predictions. CNN-based systems have largely not been adopted in
many high-risk application areas, including healthcare, military, security, transportation,
finance, and legal, due to their highly uninterpretable *"black-box" nature. Towards solv-
ing this deficiency, we teach a capsule network to explain its predictions using the same
high-level language used by human-experts. Our explainable capsule network, X-Caps,
encodes high-level visual object attributes within the vectors of its capsules, then forms
predictions based solely on these human-interpretable features. We implement a multi-
task learning framework to learn the attribute and malignancy scores from a large multi-
center dataset of lung cancer screening patients. X-Caps utilizes a routing sigmoid to
independently route information from child capsules to parents for the visual attribute
vectors. To estimate model confidence, we train our network on a distribution of expert
labels, modeling inter-observer agreement and punishing over/under confidence during
training supervised by human-experts' agreement.

Capsule networks show considerable promise for the future of deep learning-based appli-
cations and we hope the contributions of this dissertation provide a solid foundation for
the further advancement of capsule network-based approaches. The source code for all of
our algorithms has been made publicly available at https://github.com/lalonderodney.
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