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WPAFB 2009 Dataset

 6 slightly-overlapping cameras; 19 sq. km.; 1.25 fps; Grayscale; 
 ~315 MP per frame; Vehicle size: ~9x18 pixels; Pixel size ~1/4 m2

 ~2.4 million annotations across 1,025 frames of video.
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Two-Stage Fully Convolutional Neural Network

 First Stage: ClusterNet detects Regions of Objects of Interest.

 ClusterNet effectively reduces the search space to regions
containing one to several hundred vehicles per output neuron.

 Second Stage: FoveaNet extracts the effective receptive field of
high-scoring output neurons for fine-grained localization.
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Outputs 
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SUMMARY: ClusterNet 
effectively reduces the 
search space while FoveaNet
scans the receptive field of 
high scoring neurons in 
ClusterNet’s output to 
produce fine-grained 
localization of vehicles.

Regions proposed by ClusterNet: 9 out of 324 possible
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Moving Object Detection Results 

Stationary Object Detection Results

^ Explicit temporal 
relationship computed 
(background subtraction) 
vs. varying amounts of 
temporal information 
implicitly modeled by 
CNN vs. Faster R-CNN.

Quantitative Results:

Project Pages
http://crcv.ucf.edu/projects/
FullyConvolutionalDNN/

https://bit.ly/2sTvhJu

 WAMI video 
frames contain 
thousands of 
objects compared 
to 2-3 in “standard” 
object detection.

 WAMI objects are 
extremely small in 
relation to the 
search space.
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